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Abstract—Detection and localization are important processes in 

the effort to segment the iris. In this paper, we present the method 

for iris detection and localization using Contrast Shrinking and 

Stretching (CSS). This method was applied to the image in the 

CIELab color model. From the CIELab color model, the L* 

channel was used for iris detection, and b* channel was used for 

pupil detection. This method is very suitable applied to the color 

eye image. Based on the measurement, the accuracy is 95.31%. 

Keywords—iris detection; iris localization; CIELab color; contrast 
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INTRODUCTION 

Iris is a part of the eye that has so far been the topic of 
biometric and iridology research. Biometric authentication 
based on iris is very effective for personal identification [1]. 
Until now biometric using iris is considered to have a high level 
of security [2], [3]. Iris, in iridology, is used to identifying the 
patient's health. Iridology research continues to be developed 
into a valid scientific technique [4].   

Detection and localization are the important initial steps for 
iris research. The iris is the part of the eye that lies between the 
sclera and the pupil. Proper detection and localization process 
will affect the results of iris segmentation and recognition. The 
purpose of this process is to narrow the image from eye area into 
iris area only.  

Various methods offered by the researchers for iris detection 
and localization, such as integrodifferential operator offered by 
Daugman [5], this method search for iris circles on the image 
based on the maximum angular integral of the radial derivative. 
The second method is offered by Wildes [6]. This method uses 
Circular Hough Transform (CHT) to detect the iris edge. 
Another method used for iris localization is Watershed 
segmentation [7], [8]. Ferone combines Watershed and image 
quantitation methods [7], and Yan combines Watershed and 
region merging methods [8].  

Image data used for iris detection are generally in the 
grayscale color model [5], [7]–[9], and some researchers use 
YCbCr and YIQ color models, such as [10] and [11]. In the 
proposed method, we use image data in the CIELab Color 
model. This color model has 3 channels: L*, a*, and b*. L* 
represents lightness, a* represents red and green color, and b* 
represents blue and yellow color [12]. CIELab was chosen 
because it has been successfully used to segment various objects. 
[13]–[16]. 

By doing contrast shrinking and stretching on the image in 
CIELab color model will get iris and pupil areas. The purpose of 
this study was to find a simple method for detection and 
localization of iris but effective. Localization was done by 

limiting the iris area adjacent to the sclera on the outer side and 
the pupil on the inner side using the circle line. Next, the outer 
and inner circles can be used for iris segmentation. In this study 
only discusses the detection and localization and not 
segmentation. 

The iris localization data used is the eye image of the 
UBIRIS v1 data set, created by University of Beira, Portugal. 
[17]. Data from UBIRIS was chosen because using the color 
image (RGB), besides having more information, the RGB image 
will be changed to CIELab color model.  

IRIS LOCALIZATION 

Several steps accomplish detecting and localizing of iris by 

the proposed method as shown in Fig. 1.  

A. Smoothing 

The first step in the proposed method is smoothing. 
Smoothing aims to reduce the texture roughness of the iris 
image. This will make it easier to detect the iris. Smoothing is 
also used to reduce the noise in the eye image in the form of 
specular highlights caused by the reflection of light on the eye 
lens [3]. Smoothing was done using Gaussian Filter, by 
following formula:  

 
𝐺(𝑥, 𝑦) =

1

2𝜋𝜎2
𝑒
−
𝑥2+𝑦2

2𝜎2  (1) 

Where the value 𝜎 = 10. The results of smoothing the eye 
image with Gaussian blur are presented in Fig. 2. 

B. RGB to CIELab color 

The next step is to change the image of the smoothing result, 
from RGB to CIELab color model. Changing the color model 
from RGB to CIELab uses the equations as used in [14]. In this 
study, only two of the three CIELab channels were used, that are 
the L* and b* channels. The L* channel, which represents 
lightness, is used to detect the iris. Next, the b* channel, which 
represents the blue and yellow colors, is used to detect the pupil. 
The eye images in L* and b* channel shown in Fig. 3.   

In the L* channel the iris and pupil areas are relatively darker 
than other areas. Similarly, eyelashes are relatively darker, but 
not circular. Contrast shrinking and stretching process will 
produce the same gray level of iris and pupil area. The b* 
channel was used to separate iris and pupil. In the b* channel, 
the pupil pixel value is relatively low and looks darker than other 
areas, whereas iris values are relatively higher and look brighter. 
Based on that, the two channels will be integrated to localize the 
iris area.  
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C. Contrast Shrinking and Stretching 

 The CSS process consists of two stages: contrast shrinking 
and contrast stretching. This process was done on L* and b* 
channels. Contrast shrinking aims to narrow the distribution of 
intensity values and simplifying of intensity values variations. 
This was done by using Eq. (2).   

 𝑁(𝑥,𝑦) = 𝑟𝑜𝑢𝑛𝑑 (
𝐼(𝑥,𝑦)

𝜙
) (2) 

Where 𝜙 is the luminosity value, and I is the pixel value of the 
image. Next, the contrast stretching process, which maps the 
values obtained to the lower limit and upper limit of grayscale 
values using Eq. (3). 

 
𝑀(𝑥,𝑦) =

𝑁(𝑥,𝑦) −𝑁𝑚𝑖𝑛

𝑁𝑚𝑎𝑥 −𝑁𝑚𝑖𝑛

× 255 

 

(3) 

Where 𝑁𝑚𝑖𝑛 and 𝑁𝑚𝑎𝑥 are the minimum and maximum values 
of image pixels, the results of the contrast shrinking process. 

The 𝜙 value used in the contrast shrinking process is 
different for each eye image. The ϕ values were 70 to 100 for 
pupil detection and 70 to 200 for iris detection. Detection using 
the CHT method. Variations of 𝜙 values were tested 
sequentially until CHT detects the area of the iris or pupil. Based 
on the observations, variations of the 𝜙 values are related to iris 
color, but this still needs further investigation. The result of the 
CSS process is then performed thresholding and inverting. 
Thresholding uses a level value of 0.5. Examples of the CSS 
outcome are present in Fig. 4. 
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Fig. 1. Block diagram of the iris detection and localization, consists of five steps: smoothing, change from RGB to CIELab color model, 

contrast shrinking and stretching to L* and b* channels, iris and pupil detection (consist two processes), and iris localization. 

 

  
  

Fig. 2. Gaussian blurr result on iris image of UBIRIS. v1. 
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D. Detection and Localization 

There are two detection processes, and each process consists 

of two stages. The first stage of first process is iris detection and 

the second stage is pupil detection. As presented in Fig. 1, the 

first stage of detection is detecting iris in L* channel based on 

the CSS output. Detection starts from the iris based on the 

reason that iris is larger than pupil. Size invariant circle of CHT 

method was used to pupil detect [18].  If the iris is successfully 

detected then performed the second stage that is the pupil 

detection. Detection was done using CSS results in b* channel 

by CHT method. In addition, the pupil was detected based on 

its position within the iris. The pupil position is detected based 
on the location of the pupil center point and the iris center point. 

From our measurements on the eye images, the position of the 

pupil center and the center of the iris is less than 30 pixels. If 

more than one pupil is detected, it is selected based on the 

closest distance between the center point of the pupil and the 

iris, and no more than 30 pixels distance. 

 If the first detection process fails then a second detection is 

performed. Based on the experimental results, the cause of 

failure in the first process of detection due to noise in the iris or 

most of the iris covered by eyelashes or eyelid. In the first stage 

of the second detection process, the pupil detection was 

performed. Differences of the pupil detection in the first and 
second process are: in the second process, the pupil detection 

was not based on the iris position, and performed with a lower 

sensitivity of detection rate. Detection with a low sensitivity 

aims to make the circle detected by CHT is really a form of the 

pupil. If the pupil successfully detected then the iris detection is 

performed based on the pupil position. The second detection of 

iris uses the same method as in the first detection process but 

 

   
 (a)  (b) 

 

   
 (c)  (d) 

 
Fig. 5. (a) Eye image with noise specular reflections (data 

from UBIRIS v1 session 2). (b) Contrast adjustment and 

thresholding process in L* channel and (c) in b* channel, 

There are several areas detected as the pupil in b* channel 

(indicated by several circles) but selected a circle with the 

midpoint closest to the center of the iris (marked with a 

red circle), (d) the localization result. 

 

 
 

 
 

Fig. 4. Eye images after process of contrast shrinking and 

stretching in L* channel (first row) and b* channel (second 

row). 

 

 
 

 
 

Fig. 3. Eye image in L* channel (first row) and b* channel 

(second row). 
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with a higher sensitivity level. The risk of increasing this 

sensitivity is the number of areas detected as iris can be more 

than one. This problem can be solved by selecting the area 

detected by CHT, which has the nearest center point to the pupil 
center point and with a distance fewer than 30 pixels. 

 
 The advantage of the proposed method is to detect images 

that have noise specular reflections (in the UBIRIS v1 session 
2), without any preprocessing actions to eliminate them. 
Specular reflections are a bright spot on the eye image due to the 
reflection of light in the lens of the eye [20], as shown in Fig. 5 
(a).  This noise covers the iris image and can thwart the iris 
detection. In the luminosity adjustment and thresholding process 
in L* channel, the specular reflections will not appear (see Fig. 
5 (b)). This will make it easier for the iris detect. However, the 
specular reflections will appear in b* channel used to detect the 
pupil as seen in Fig. 5 (c). But, this does not matter, because the 
noise does not appear when the first detection is done on the L* 
channel to detect the iris. Furthermore, pupils are detected based 
on the shape and the closest distance between the center point of 
pupil and iris. This method can overcome the problem of 
disturbed pupil detection due to specular reflections. 

 The iris area successfully detected then localized with a 
circle line. There are two circles used, the outer circle and the 

inner circle. The outer circle is the boundary between iris and 
sclera, and the inner circle is the boundary between iris and 
pupil. Some examples of iris localization results are shown in 
Fig. 6. 

 EXPERIMENTS AND RESULTS 

The proposed method has been tried to detect and localize on 
all UBIRIS.v1 data sets. The total number of eye images from 
UBIRIS is 1,877, that taken in two sessions. The first session 
contains 1214 of good-quality images and the second session 
contains 663 of images with noise, such as luminosity, defocus, 
occlusions, and reflections [17]. The images used were the color 
image and 800 × 600 pixels size.  

In order to know the proposed method performance, the 
measurement of success rate in detecting and localizing the iris 
was performed. Measurement using the accuracy-rate method. 
This measurement method has been used by [9], [19] using Eq. 
(4). 

 𝐴𝑐𝑐 =
𝑞

𝑄
× 100% (4) 

Where q is the number of detected and localized iris correctly, 
and Q is the total number of images.  

    
    

    
    

    
    

    
 

Fig. 6. Some examples of iris detection and localization results. Data uses UBIRIS v1 sessions 1 (first and second rows), and session 2 

(third and fourth rows). 
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The measurement result using the accuracy-rate to the 
proposed method is presented in Table 1. Based on Table 1, the 
accuracy rate of the proposed method for the image on session 1 
is 97.28%, on session 2 is 91.70%, and for all data is 95.31%. 

CONCLUSION 

It has been presented in this paper the method of iris 
detection and localization using Contrast Shrinking and 
Stretching of CIELab Color. Generally, to detect of iris 
performed on grayscale images or color images are converted to 
grayscale. The proposed method uses L* and b* channels of the 
CIELab color model. Channel L* was used to iris detect, and 
channel b* was used to pupil detect. This method is simple 
because it does not require a training process or complex 
calculation, but produces a high level of accuracy-rate (95.31%). 
Our next studies will focus on iris segmentation as well as eyelid 
and eyelashes removal from localized image. 
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Table 1. Accuracy-rate results 

Sesion Data 

Number 

Localized 

Number 

Accuracy-

rate (%) 

1 1,214 1,181 97.28 

2 663 608 91.70 

Total 1,877 1,789 95.31 

 


